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TCC Training Seminar on One-Month Forecast Products

Tokyo, Japan, 7 —9 November 2011
Draft Schedule

Day 1 Program
10:00 — 10:30 |1. Opening session
Welcome address
Self-introduction by participants
Group photo
Courtesy call on JMA's Director-General
10:30 — 10:45 |2. Introduction Lecture (TCC)
- Objectives and structure of the training seminar
- Products available on the TCC website
10:45 — 13:00 |3. Climate Analysis Lecture and Exercise
- Atmospheric Circulation Analysis for Seasonal (Analysis Unit)
Forecasting
- How to use JMA's web-base application for climate
analysis (ITACS: Interactive Tool for Analysis of the
Climate System)
13:00 — 14:30 |Lunch
14:30 — 16:00 [4. IMA Ensemble Prediction System (EPS) for seasonal prediction |Lecture (Numerical
- Outline of the JMA operational EPS Prediction Unit)
- Model products on the TCC website
- How to download and use the gridded data (grid point values;
GPVs) of the JMA numerical models
16:15 - 18:15 |5. Seasonal Forecasting Lecture (Forecast Unit)
- Predictability of the model and Exercise (guided by
- How to interpret model output Forecast Unit)
- How to issue seasonal forecast in IMA
18:45 — 20:00 |Dinner Invitation by JMA
Day 2
9:30 — 12:30 |6. Producing Guidance and Verification Lecture (Forecast Unit)
- What is seasonal forecast guidance and Exercise (guided by
- Verification of probabilistic forecasts Forecast Unit)
Exercise :Producing site-specific guidance using domestic data
12:30 — 13:45 |Lunch
13:45 - 15:30 |6. Producing Guidance and Verification (exercise continued) Exercise (guided by
Forecast Unit)
15:45 — 18:00 |7. Preparing one-month forecast Exercise (guided by
Exercise: Preparing one-month forecast using the guidance Forecast Unit)
prepared in session 6
Day 3
9:30 — 12:30 |7. Preparing one-month forecast (exercise continued) Exercise (guided by
Preparing presentations to be given in session 8 Forecast Unit)
12:30 — 14:00 |Lunch
14:00 — 17:45 |8. Presentations and Discussion (All the participants)
Presentations on one-month forecast for November 2011
17:45 - 18:00 |9. Closing session







How to use JMA's web-based application
for climate analysis






TCC Training Seminar on One-month Forecast Products
7 — 9 November 2011, Tokyo, Japan

How to use JMA's web-based application
for climate analysis

ITACS: Interactive Tool for Analysis of the Climate System

ITACS is the Interactive Tool for Analysis of Climate System since 2007. The aims are

analyzing the causes of climate events and monitoring current climate status. And, the

system consists of Web interface, programs, GrADS and data files on the web server.

Data sets
Atmospheric analysis data / Outgoing Longwave Radiation (OLR) data / Sea

surface temperature analysis data / ocean analysis data / CLIMAT reports ...

Application and contact
There is application form and introduction about ITACS on the homepage of Tokyo
Climate Center.

http://ds.data.jma.go.jp/tcc/tec/

tecc@met.kishou.go.jp

) WMRT Tokyo Clij ter (WMO Regi Center)

G RCminpo)
| LREproducts

rocR

Tokyo Climate Center homepage



ITACS

Climate Prediction Division, JMA

menu

What'’s ITACS

Data

Application to use

Exercise and learning by using ITACS




What’s ITACS

ITACS is the Interactive Tool for Analysis of Climate System since 2007.

Aim:

Analyzing the causes of climate events and monitoring current climate status.
System:

Web interface + programs(Ruby, Gphys...) + GrADS + data files on the web server

L i T o

data

CLIMAT

— Monthly world climate data derived from CLIMAT messages via the GTS line from WMO
Members around the world.

INDEX

— EI'Nino Monitoring Indices consisting of monthly mean Sea Surface Temperature produced by
COBE-SST.

JRA-JCDAS

— Atmospheric circulation data produced by JMA's Climate Data Assimilation System (JCDAS),
which is consistent quality with Japanese 25-year reanalysis (JRA-25).

MOVE-G
— Oceanic assimilation produced by the system operated by JMA.
SAT

— Outgoing Longwave Radiation (OLR), which is derived from observations by NOAA's polar
orbital satellites, and provided by Climate Prediction Center (CPC) in the National Centers for
Environmental Prediction (NCEP) of the National Oceanic and Atmospheric Administration
(NOAA).

SST
— Sea Surface Temperature produced by the system operated by JMA (COBE-SST).




Application to use
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There is banner link about application to use ITACS in the TCC homepage:
http://ds.data.jma.go.jp/tcc/tcc/index.html

Exercise

Now, let’s access and use ITACS. Using it will help you to understand ITACS.

Y

Sample image Making image like sample image by yourself

\ %

ﬂ If we have enough time after every exercises...

Let’s try to change sample image as you like (self study)

Let’s start exercise. Please access to following site. This site will be linked from TCC
homepage soon:

http://extreme.kishou.go.jp/tool/itacs-tcc2011/




Sea surface temperature(SST)

DATA1 55T tval = 151 DATAT 55T eet A —a0:60 2309 level = 101

M lat = lom =
2010050100:2010080100 ave = 10

sst HIST It = =90:80 lon = 0:380
ime = Z010080100:2010080100 ave = k0

908

Sea Surface Temperature in August 2010 Sea Surface Temperature anomaly in
August 2010

This is tutorial for making a map of Sea Surface Temperature(SST) and its anomaly.
Let’s know basic use of ITACS.

Sea surface temperature(SST)

datal
dataset element data type area level average period show period
Dataset- | sement | -Data_type- | [ -Area- ~ || 1000nPa || 1000nPa | [“Mean Period- | || RANGE v
Aved 1900 [»
W
eclt:__t:‘rlj time filter [] 1800 |4
sD
analysis method : | -Analysis_method- ~
Graphic Option Show Contour Labels Color Table - [ No Scale Labels
Celorizing : | COLOR w| 7 Show Color Bar [1Polar Stereozraphic [ Draw Credit nside
Drawing ‘ [ Set Contour Parameters for datal [Logarithmic Coordinates [ Apply All Pics

l.tltEﬂﬂl| | m.m| | maz | ‘ [JReverse the Axes

Image Format : -P”.[J W
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ot [ONo Caption
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This is default screen of ITACS. Click “Clear” button if you need default screen.
“Help” button gives you help page.




Sea surface temperature(SST)

’ ron Data_type- ¥ ||| -Ar8
‘ Sea Surface Data ey aeine ) [[Clbeg]
sl

area level

“

1000hPa + | 1000hPa +

average period show period

{ean Period- + | || RANGE v
Ave[] 1300 1
time filter [] 1900 v

analvsis method : | -Analysis_method-

Show Contour Labels

Cologii COLOR v [l Show Color Bar
olorizing i
[ Set Contour Parameters for datal

v

Color Table : | Rainbow

[ Polar Stereographic : | Morth pole |+

[ Logarithmic Coordmates

[ONo Scale Labels
[1Draw Credit Inside
[JApply All Pies

Drawing :| SHADE  ~»|
interval : min : max [JReverse the Axes
Image Format ;| png ¥
b []Set Vector size : [inch] vahe : [ Flip the X-axis []Flip the Y-axis . .
Font - | default I No Caption picture size %
[ Submit ][ SliceTool ] [ Logout ]
First, select “dataset” - “SST” and its “element” - “Temperature”.

Sea surface temperature(SST)

I Submit ]l SliceTool ] Logo

ANOM_SD: anomaly data normalized by their standard deviations

datal
dataset element data type area level average period show period
85T Temperature (SST) [C.Deg.] HIST 23- v || 1000hPa » || 1000hPa ~ ||| Iean Period- «| ||RANGE +
Data type- Avel] 1900 «
WVector [ T 1900«
) NORM time filter []
sbO ANON
ANOM_SD
analysis method : | -Analysis_method- v A
[¥] Show Contour Labels Color Table - | Rainbow % [INo Scale Labels
Colorizing : | COLOR v [ Show Color Bar [OPolar Stereographic : | MNorth pole + [IDraw Credit Inside
Drawi SHADE v [1Set Contour J
awing | ST interval HIST: analyzed or observed data
Image Format :| png % OsetV . .
Font [ default #Vestr 4 NORM: climatic normal data
ANOM: anomaly data —

Note:

"HIST" minus "NORM" is "ANOM"
"ANOM" divided by o is "ANOM_SD"

Secondly, select “data type” - “HIST”(historical data).

Please note there are some data type.




Sea surface temperature(SST)

datal
dataset element data type level average peri show period
SST g Temperamce (S5T) [C Deg ] EE 4 [1000nPa ¥\ [MonTHLY v | [RanGE v
Lt B0t Jawery | (000 3 2010 00
Vector [ | 2010 > [ 08 [
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analysis method : | -Analysis_methad- w /
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Colorizing : I Show Color Bar [JPolar Sz ugraphic_ [Draw Credit Inside
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B " non non
Image F Most datasets have temporal mean resolution of "Annual", "Monthly", "Pentad
Font :|d dav" d "Dailv"
ay  an ally .

"Year average" means "Year average monthly" (For example, for showing values
for DJF1979, DJF1980, DJF1981...,)

Next, select “area”, “average period” and “show period”.

Sea surface temperature(SST)

Graphic Option Show Contour Labels Color Table - [ONo Scale Lahels
Colorizing : | COLOR v Show Coler Bar [Polar Stereographic : m [ODraw Credit Inside
it [JSet Contour Parameters for datal [ Logarithmic Coordinates [J Apply All Pics
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mft CIIC [INo Caption
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DATAT  SST
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bt = 2010850100:20 10080105 aes = 14D

Finally, click “Submit” button. A map of Sea Surface Temperature(SST) will be made.




Sea surface temperature(SST) anomaly

datal
dataset element data type area level average period show period
37 )| [ Cemperatare sT) [C Do ] [anom v) |ALL v |1000hPa | |[MONTHLY v | [RANGE ¥
7 at: _9n -__90 Aved 1000hPa ¥ | Ave 2010 v |08 &

Vector [] time fiter [ 2010 V

SD] Chan e-
analysis method : | -Analysis_method- v
Graphic Option Show Contour Labels Color Table [ONo Scale Labels
Colorizing | COLOR % [ Shor Color Bar i [Polar Stereagraphic - | North pole +| [1Draw Credit Inside

[ Set Contour Parameters for data] 1mazel [ Apply All Pics
e e e P
e —
et Vector size

Font picture size %

[ SliceTool ]l Logout I eon i 8

Let’s change “data type” — “ANOM” to make map of SST anomaly and click “Submit”.

Sea surface temperature(SST) anomaly

Graphic Option Show Contour Labels
S DATAT  EST  sst  ANOM G90:90 lon = 0:360 lewel = 11
time = 20 i

jat =
Z010080100:2010080100  avé = 1

Coluriﬂ'ng. 'hm\'Cnlurar t
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Dr:ming- ) (i -[2) (max:2 ) |
Image Format - / E

L] Suto [inch] wvalue :
Fon

l Submit ] E l SliceTool ][ Logout I

“~—"Left click

Color bar ~ o &0E 120E - 130 - 170 BOW 0

If you want to change the range of colors in the color bar, please use “Graphic Options”.
Check “Set Contour Parameters for datal” and input parameters for interval, min and

max of values.
-8-

datal
dataset element data type area level average period show period
SST v| Temperature (S8T) [C.Deg.] |ANOM v‘ |ALL v‘ ‘1000hF’a v|
Eo— Lat ie Javem | [10000Pa | |4 H
ector .
o0 LDH'C'*AYED time filter [
analysis method : ‘ -Analysis_method- - Imagel




Average of SST anomaly

DATAT  SST  sst & lon = Q360 _lvel = 1:1

MOM  lat = —S0:H0
Hme = 2011080600:20111008500 ave = 3007

7 [ I —
5-45-4-35-3-25-2-15-1-050 05 1 1.5 2 25 3 35 4 45 §

Average of SST anomaly between 6 September and 5 October

Let’s know how to figure out the average of daily data.

Average of SST anomaly

datal
. show
dataset element area level average period —
{ | ssT \ U Termperane (55T) [ Dez ] ({Anom ~| [ALL ) v [1000hPa | Mean Period- V| ||RANGE
N 3 LN A Jaen | 0P e e T
€ L 1900 +
_ |38 Av time filter []
o Lo |- JaveD
analysis method : | -Analysis_method- v

First, select “dataset” - “SST” and its “element” - “Temperature”.
And, select “data type” - “ANOM”(anomaly data) and “area” — “ALL".




Average of SST anomaly

data type area level
ANOM hd ALL v 1000hPa
Deg.]

Trerage period show period

Lar |90 _[90 AveD] [10000Pa VT 2011 ~|09 ~[06
Lon: |0 - 1360 Ave [ gAer [ 2011 6] 10 19 05 I

/ Check ON
/

“Ave” gives average of data.

Note:

ITACS figures out the monthly data if you select “MONTHLY” in
the “average period”.

Next, please select “average period” — ”DAILY” and check “Ave” — “ON(checked)”.
And, select “show period”(2011.09.06 — 2011.10.05).

Average of SST anomaly

e

Graphic Option Show Contour Labels Color Takle - |Blue - Red |+ [ONo Scale Labels
[ Show Color Bar [JPalar Steres ; h pale | [Draw Credit Inside

Colorizing | COLOR (% _ X :
Drawing : | SHADE Set [oprorRarameters fopd [ Logarithmic rdinates [ Applv All Pics
_ ints \ [JReverse the Afes
Image Format - | png ¥ . / ) -
[JSet Vector—Size inch] walue :

[ Flip the X-axif| [ Flip the Y-axis
Font - | default »
[ONo Caption

[ Submit I SCIear [ SliceTool ] I Logout ] I

Left click™ -

N Lt

picture size %

Note:
“Color Table” option set the color of the

plotted contours. Rainbow is selected by
default.

MN

Finally, please select “Set Contour Parameters” of Graphic Option. Let’s change “Color
Table” if you want to set the color of the plotted contours. And, click “Submit”.
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Stream function of historical data on 850hPa

-20 =18 =140 -5 o 5 10 15 20

W(Stream function) of historical data on 850hPa

Let’s know how to change vertical level of the data.

Stream function of historical data on 850hPa

datal

| area

. dataset ____ clement |P}ah.@e
o e O e —
o [10°6m°2's
N N \_/ Lat: |-90 |— |90 |Ave O
Vector [
- Lon: [0 |- [360 | Ave D
analysis method : | -Analysis_method- v

First, please select “dataset” — “JRA-JCDAS”, “element” — “W(Stream function)” and
“data type” — “HIST”.

-11 -




Stream function of historical data on 850hPa

area el average period

__ ¥ GONTHLY [RANGE v/
-0 A esoPa | o &2010 v|01 v )

:I'A\'e D/ time filter [ w

/
/

Two pull-down menus are prepared in this field and available
vertical levels are listed on them. If different levels are chosen
from each menu by users, the drawing will be a vertical cross
section chart.

Secondly, please select “level” — “850hPa”, “average period” - “MIONTHLY” and “show
period”.

Stream function of historical data on 850hPa

Graphic Option Show Contour Labels Color Table [ONo Scale Labels
Coloriring - | COLOR % Show Color Bar [JPolar Stereagraphic - North pole v | [JDraw Credit Inside
Draswing b e 3 [Set Cnr|1tm_tr Parameter‘s for da‘tal | ‘ | [ Logarithric Coordinates O Apply All Pics
- interval min : max : Rev the Axi
s Bt 99 v e | ) el OFipees Orpseras
et Vector size inch] value e X-axis e Y-axis
Font - [INo Caption picture size %
Submit SliceTool Logout
agel

— Left click

DATAT JRA-JCOAS pu3 HIST ot = ~a0:00 I
time = Z010010100:2010010100 ave

n o= 0:380 el = 3:3
= Mg

Finally, click “Submit” button. A map on 850hPa will be made.
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Stream function of historical data and anomaly data on 850hPa

DATAT  JRA=JCDAS 123 HIST lat = =330 lon = 0:360 |avel = 33
time = Z000010100:2000010100 ave = 1MO

DATAZ  JRA—JCDAS poi23 AHOM jof = —80:00 lon = 380 ievel = 3:3
time = ;ﬁ)onmmno:zoanmomo ave = 1MD  anolysis method = DATAT_DATAZ

30N

Stream function of historical data and anomaly data on 850hPa

Let’s know how to superimpose a map on other map.

Stream function of historical data and anomaly data on 850hPa

datal
r e sl0 . : el : = : | T e e o ;
JRAJCDAS 8\ (steam Punction) [10°6a25] HIST - ALL - =z:xin | | [manmLy v z_on;;\lpr;rﬂr_
Lar [-90 0 Ave[d | s ¥ | gvel w01 =
Veetor O] = = 21 r::: ;H o 2010 |01 %
s Lon |0 NET Ave
analysis method : | -Analysis_method- ~
Graphic Optinn) [ Show Contour Labels Color Table | Rainbow | [ No Scale Labels
Colorizing - | COLOR ¥ 25““' Color Bar i | Morth pale Eum- Credit luside
T - [15et Contour Parameters for daal by All Pics
Dhawing || SHADE ) - ' Appl
h - imterval min max
Tage Format | pag . T " T
T OSet Vector size [mch] value O Flip the X-axis [ Flip the Y-axis
Font ;| default » . ) pichme size |10
. [[1Neo Caption

ES)

Image1

Dataset: JRA-JCDAS

Element: W(Stream function)
Data type: HIST(historical data)
Area: ALL

Level: 850hPa

Average period: MONTHLY
Show period: 2010.01

First, please draw Stream function of historical data on 850hPa.
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Stream function of historical data and anomaly data on 850hPa

[JSet Vector size

[inch] value

[1No Caption

datal
dataset element data type area level average period show period
JRA-JCDAS v v (Stream Function) [10°6m2/s] HIST v ALL v 850hPa v || MONTHLY RANGE
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Drawing : | SHADE  ~| A = N
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[ Submit ]

SliceTool ] [ Logout I

Secondly, please select “analysis method” —

Box “data2” will appear.

“DATA1_DATA2”".

Stream function of historical data and anomaly data on 850hPa

Show Color Bar

Colorizing :| COLOR %
[ISet Contour Parameters for datal
Drawing :|SHADE v .
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No Caption
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And, please change “data type” — “ANOM” of box “data2”.

Don’t change other options.
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Stream function of historical data and anomaly data on 850hPa

i
i

Show Corttour Labels Calor Table - [INo Scale Labels
Caolorizing - Show Coler Bar [Polar Stereographic : CIDraw Credit Inside

Draving: I:| Set Contour Parameters fcnj datal [ Logarithmic Coordinates Ll Apply All Pics
interval : | | min ‘ ‘ max | | [JReverse the Axes

Image Format: [JSet Contour Parameters for data2 [ Flip the X-axis [JFlip the Y-axis X . -

Font: interval :| | min :‘ ‘ max:l | [ONo Caption picture size 70 "

[1Set Vector size :l:l[inch] value ::I

< Submn‘l SliceTool Logout

aft -l
T U U1

o

DATA1 JRA—JCDAS pel23 HIST lat = -30:80 lon = 0:360 lmvel = 3:3
time = J010010100:2010010100 ave = 1O’

DATAZ JRA=ICDAS lon = D:360 lavel = 3:3

423 AMOM lat = -80:00 I
ime = Z010010700:2010010100 Gue = TMO " Gnalysis method = DATAT_DATAZ

Finally, click “Submit” button and draw a map.
In addition, the color of contour can be changed... => go next page

Stream function of historical data and anomaly data on 850hPa

Before: After:

DATA1  JRA-JCDAS pel23 HIST lgt = —80:90 lon = 0:360 level = 3:3 DATA1 JRA—JCDAS peiZ3 HIST ot = -80:90 lon = 0:360 level = 3:3
tHme = = fime = F000010100:2000010100 ave = WO

lon = (:380 level = 3:3 DATAZ JRA-JCDAS pol23 ANOM lat = —G0:00 lon = 0360 level = 33
\ime = 7000010100:2000010100  ave = TMQ analals metiod = DATA1_DATAZ

010010100:2010010100  ave = 1WQ

DATAZ JRA-JCDAS peil3 ANOM lat = -80:80
Wime = 3010010100:2010010100 vs = 140 anolysts method = DATA1_DATAZ

50N g

Let’s change the color of contour of upper layer.
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Stream function of historical data and anomaly data on 850hPa

Left click a ma

Imagel

contour style ‘defauh V‘ color: ‘rainhuw V|

label furmat.l ‘ th.iclmess.‘1 | size: |U 09 ‘ skip interval l:l

P Q
¢
comtour fine thickness ¢
levels: | | color: |
fin contow [1 |
mottodraw:| |- ]

marker type ‘ closed circle v‘

line  style: color: | thickness:

grd  stvle: | nong V| color: ‘ white V‘

vector label [ vector head size: l:l
defne ranboss color. |

color bar portrait [] X.‘ | T | | sca.le.|1 0

T

Please click a map. New option box “Image” will appear.

Stream function of historical data and anomaly data on 850hPa

Imagel

lower layer % | graphics V| [EPPWI ’ cancel ] Emm| Image1:upper v| ’CDP}']

AOTTET [ayar
upper laver A |defau|t V| color: |f3i”hUW "|

A label format: l:l thickness: |1 | size:[0.09 | skip interval I:I
contour line thickness:

levels: | | color: |

thin contour: [] I:I

not to draw:l | - | |

Select layer you want to edit:
Lower layer: Datal
Upper layer: Data2

Secondly, please select layer you want to edit. In this example, select “upper layer”.
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Stream function of historical data and anomaly data on 850hPa

Imagel
\ e T

N —
contour sty default ¥ cald
abel format:l:l thiclm
contour line thickness:
levels‘ < blue - color‘
thin contour: [] I:I

marker type ‘ closed circle

e slefsoid  Mcolor
Jra)
grid  style: | none + | color: | white

vector label [ vector head size: l:l
define rainbow color: l:l

T

color bar portrait [] X | scale | 1.0

Next, please select “color” — “black” and click “apply” button.
Don’t forget to click “apply” button.

Stream function of historical data and anomaly data on 850hPa

[l Show Contour Labels Color Tabie [INo Scale Labels
Colorizing : COLOR v] ) She'w Color Bar [ Polar Stereographic [IDraw Cred Inside

Drawing - | SHADE v D fEt ZDTDW Pammeterls fur. da‘ta] ‘ | | [ Logarithmic Coordinates O Apply All Pics
interval : min max : OJReverse the Ax
Tmage Format : N everse the Axes
CSet Contour Parameters for data O ¥lip the X-asis 0 Elp the ¥ -axs
default + . . i ize |70 )
Font -e au mtm'a.l.l | min ‘ ‘ ma};.| | [INo Caption picture size o

OSetVector size:|  |inch] vahe:| |

asel/ y o 1e
LeTt CIICK
DATAY JRACJCDAS pelZ3 HST lat = -3090 lom = 0:380 lavel = 313
RS BT ISt s S

OATAZ JRA-JCDAS pelZ3 ANOM lat = _S0:80 len = 0:360 level = 3:3
Hime = 2010010100:2010070100 ave = U0 analysia method = DATAI_DATAZ

Finally, click “Submit” button. The contour will be black.

-17 -




Subtraction of monthly SST

DATA1T 55T  sst ANOM | lon 0:330 _level = 1:1

gt = —&0:80 - =3
time = 2011090100:2011090100 ave = TMO

lon = =30:330  jevel = 1:1
1MQ  analyaia method = SUBTRACT

DATAZ SST gt ANOM lat = =&0:60
Hme = 2011080100:201 1080100 ove =

b I — | 1 ==

-1.1 =08 =07 =05 -0.3 =01 04 (] 0.5 0.7 0.9 1.1

Subtraction of monthly SST between September and August

Let’s know how to subtract data from data of other period.

Subtraction of monthly SST

datal
dataset element data type area level average period show period
58T v Temperanire (SST) [C Dez ] | ANom v [ALL v [1000hPa ~|  [oNTHLY V|| [RANGE »
ector
_ ) time fiter [ 2011 w03 [¥]
DOl Lowo |- |aweD e flter
analysis method :‘-Analysws_melhud- v

Show Contour Labels

Show Color Bar

Colorizing :| COLOR #

Drawing :[SHADE ¥
Image Format E
o ,

00 R
2

| Near | [ SliceToal n

E

Color Table

[No Scale Labels

[JPolar Stereographic :| Morth pole |~ [ Draw Credit Inside

[ Logarithmic Coordinates

[ Apply All Pics

— | Dataset: SST

Area: ALL
Level: 1000hPa

q Element: Temperature(SST)
Data type: ANOM(anomaly data)

Average period: MONTHLY
Show period: 2011.09

First, please make a map of monthly SST in September 2011 as mentioned above.
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Subtraction of monthly SST

datal
dataset element | data type ‘ area level average period | show period
|ssT v Temperanire (SST) [ Dez ] ANOM v Lall | 1000hPa v MONTHLY v|| [RANGE ]
Yector 2011 | 09
sDOl Ln: |30 - (330 Ae [ < i
area

analysis method :‘-Analysws_method- R / Lat: ”‘60” - ”60”

. . .« n_u ”
Input latitude and longitude. | Lon: “30 330
[¥] Show Contour Labels T
Cloriring - [COLOR v [ Snow Color Bar Iﬂ [ Draw Credit Inside
Drai ‘ SiD Qat Canterwe Paramatars for data [ Logarithmic Coordinates [ Apply All Pies

awing :[SHAD  aeur s o i st o - 30 e = 00
[ Gami sst st usu i o 00 o = 30330 st = 101

Image Format E 208 i e = Z0T1OFOIO0ZON1GROT00 dve = 1M
Font - | default | v il

ma:

1]

Now, let’s try to change area. Please input latitude and longitude and click submit.

Subtraction of monthly SST

T
T

Rainbaw
Red - Blue fth

[ONo Scale Labels
[ Draw Credit Inside
[J Apply All Pics

Show Contour Labels Color Table

Colorizing : COLOR v Show Celor Bar [JPolar St

Drawt i SHADE [ISet Contour Parameters for datal [Logarithe\
awing | | | |

interv;\]:| rnm‘ OR u
tmage Fomat 0008 10 e [ o vae:l ] Il e Koo CVFlp e
et Vector size: inch] value : e X-axis e Y-axis
Fomt S picresize|  |%
o Caption

’A
(Submit ] :.E I SliceTool ] I Logout ]

DATAY SET sst ANOM it m —E0:ED len = 30:330 level = 111
DATAT S5 BEt AHDW lat = —BO0:f time = 2011080100:2071090100 v = 100
time =

0 en = I3 vel = 131
0B Do Bea o e o

60N
50N
40N
20N
20N
10N

EQ 1
105
05
308
405
505

: 1
1 1
BS0E et ot 190E 150 mu: Blue-Re :

Next, let’s change color table.
Please change “Color Table” — “Blue - Red” and click “Submit” button.
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Subtraction of monthly SST

datal
dataset element data type area level average period show period
SST Temperature (SST) [C.Dez.] ANOM % ALL v 1000hPa | [MONTHLY V|| [RANGE »
- - Lat |-60 - |s0 Ave [ 1000hPa Ave] 2011 |09 v
Vector [] ime filter [ 2011 |»|| 09 |~
sDO Lon: |30 -[330 Aved time ther
analysis method : | SUBTRACT v
_Analysiceatked
data2 L
— SUBTRACT )
datase THMRL ent data type area level average period show period
SIGMIFICANCE_TEST =~
SST REGRESSION_COEFFICIENT  |[C Dez ] ANOM |4 ALL v 1000hPa ¥ | MONTHLY ¥ | |RANGE &
CORRELATION_COEFFICIENT Lat |60 _lg0 A 1000hPa A 2011 %[ 09 |+
EQF_SINGLE =E g Aveld avel] 2011 v 09 |v
EOF_MULTI Lon: |30 -[3z0 Aved time filter []
sSvD
FFT
“" H n " 4
Please select “analysis method” — “SUBTRACT"”.
“" ”n H
Box “data2” will appear.
Subtraction of monthly SS1
datal
dataset element data type area level average period show period
y ge P! P
SST Temperature (SST) [C.Dez] ANOM % ALL 1000hPa | [MONTHLY V|| [RANGE »
- - Lat |-60 ~|s0 Ave [ 1000hPa Ave] 2011 |09 v
Vector [] ime flter [ 2011 |« | 08 |~
sDO Lon:|30 -|330 Aved time filter
analysis methed : | SUBTRACT v 09' September
data2
dataset element data type area level average period show period
SST C Deao 1 ANOM A ALL 1000hPa MONTHLY v RA[L2
0 el Lat |-60 ) Ave 1000hPa » Ave 201f v |08 v
Lo |30 -[330 Aved time flter [] 2N

7

08: August

Next, please change month, in “data2” box and click “Submit” button.
Almost area of sea will be painted red. Let’s change contour parameter in next step...
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Subtraction of monthly SST

lShc“ Contour Labels Color Table [INo Scale Labels
. . e D Cea ke Tasid,

Cnlnnzma COLOR 2 how Color Bar

Drawing : S@W‘Sfbrd a1 - 11 GraphIC Opt|0n

Image Format : FHg b .

Font DserVeator size:|  Tach] vehe E §et Contour Parameters : checked
interval: 0.2

7[ Subljm I[ SliceToal ] [ Logout ] m|n . _1. 1

OATA1 SST ast ANO ok = —BO0  lon = 30:330 leval = 1:1
e ='2011080100:4011080100  dve = 1WG
DATAZ SST sst ANOW lok = —B060. lon = 30:330 level = 131
time = 20110801009011080700  ave = 1WG * anslysis methed = SUBTRACT

60E S0E 120E 150E 180 150w 120w

| I 1 I I I
-1 -08 -07 -05 -03 —031 03 03 05 47 08 1.1

Finally, let’s change the range of color bar to see change of SST in detail.

500-hPa height and anomaly

on = ~AS:315 eval = 616
ve =

DATAT JRA=JCOAS 223 ANOM |g1 = 20:90
2011080100:2011080100

DATAZ  JRA— JLDL‘* 23 HIST lot = 20:90 lon = —45:315 levgl = 6:8
2 £611090100:201 1050100 ave = 145 analyals method = DATA1_DATAZ

=120 =100 -80 -80 -40 =20 a 20 40 60 ac  10c 120

500-hPa height and anomaly

Let’s know how to make a map as polar stereographic plot.

-21 -




500-hPa height and anomaly

datal
dataset element data type area level average period show period
JRA-ICDAS v B ] [Anom v [ALL v [s00nFa v
¥ (Geopotential Height) [gpm]
. O Lat _ _aheI:I 500hPa v 4. -2011 v -09 v
ector .
o Lon[25  |-pi5 |aweD time filter (]
analysis method :  DATA1_DATAZ v
data2
dataset element data type area level average period show period
JRA-ICDAS ¥| 4 (Geopatential Height) [zpm] |HIST ~| [ALL | [800hPa v| | [MONTHLY v |RANGE v
0] Lo ][0 JaeD | 500 ¥ g R
Low[ds  |-B15  |AveD time filter (]
ot i e e - e e e datal data2
“Yme = (AIO ‘UBZB‘ 00‘0’) ave = THO
DAL RAICONS 3350550 ; Dataset: JRA-JCDAS Dataset: JRA-JCDAS
Element: y (Geopotential Height) Element: y (Geopotential Height)
Data type: ANOM Data type: HIST
A ] Area: Area:
0 BOE 120 180 120W S0W Lat. 1120” - Il90” Lat. 1120" - ”90"
Lon: “-45” - “315” Lon: “-45” - “315”
=150 -120  -90 =80 =30 0 30 6 80 120 Level: 500hPa Level: 500hPa
Average period: MONTHLY Average period: MONTHLY
Show period: 2011.09 Show period: 2011.09

First, please make a map of 500-hPa height and anomaly in September 2011 as
mentioned above.

500-hPa height and anomaly

- A
Zseow conerLabes  Check ON o Jeble [1o Scale Labels

L. Show Color Bar 3 ic - [ Draw Credit Inside
Colofizing : | COLOR v [#] Polgh Stereographic - | MNorth pole :
[ Set Contour Parameters for datal T ocarithmic Coordmates [ Apply All Pics
Drawing :| SHADE |+ interval - | ‘ min - | ‘ s | | =
everse the Axes
Image Format . 2
[ Set Contour Parameters for datal lip the X-axis [Flip the Y-axis
- | default + : . i ize |70 9
o~ o . | e pinwese0 o
OSetVector sze:|  Jnc] vawe:[ ]
l Submit ][ SliceToal ] [ Logout ] DATAT URA=JCOAS 233 ANOM ol = 20:00 lon = —45:315 level = 65
DATAZ JRA-JODAS 223 HIST ot = 2090 lon = —4S:315 lawel =
2 HDosbiho/ B o8 e T Snaels Taetho = DATAT_paTAZ

Polar Stereographic
Show polar stereographic plot, Check here and choose
north polar stereographic or south polar stereographic.

-180 -120 -30 -840 -30 [ 30 [X] 20 120

Secondly, let’s make a polar stereographic plot. Check “Polar stereographic” option as
mentioned above and click “Submit” button.
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500-hPa height and anomaly

Graphic Option Show Contour Labels
Colorizing - [l Show Color Bar

Parameters for

Color Tab [No Scale Labels
—

[¥] Polar Stereographic - | North pole |+ [Draw Credit Inside

S
Drawing : | SHADE  +

L ogarithmic Coordinates [ Apply All Pies
| [JReverse the Axes

[ Fip the X-axis []Flip the Y-axis

picture size %

| [INe Caption

e -[20 ) | i |-120) | mac{120 )
Image Purmat. Yt CongausParameters for dajpde =
Font - default v fterval (50 ) | min (4800 ) | max(8080 )
NS
[JSet Vector size [inch] wvalue

I Submit ][ SliceTool ] I Logout ]

(Graphic Options)
Set contour Parameters for datal
Intervel: “20” Min: “-120” Max: “120”

Set contour Parameters for data2
Intervel: “60” Min: “4800” Max: “6060”

Color Table: “Blue-Red”

Finally, let’s change graphic options as mentioned above.
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TCC Training Seminar on One-month Forecast Products
7 — 9 November 2011, Tokyo, Japan

JMA’s Ensemble Prediction System (EPS)

for Seasonal Forecasting
Climate Prediction Division, Japan Meteorological Agency (JMA/CPD)*

1. Introduction
(1) Forecast classification

In line with WMO’s Manual on the Global Data-Processing and Forecasting System?, forecasts

are classified by their ranges as follows (Appendix 1-4):

Forecasting target period

Nowecasting

Up to

2 hours

Very short-range weather forecasting

Up to

12 hours

Short-range forecasting

Beyond 12 hours and up to 72 hours

Medium-range weather forecasting

Beyond 72 hours and up to 240 hours

Extended-range weather forecasting

Beyond 10 days and up to 30 days

Long-range forecasting

Beyond 30 days up to two years

Climate forecasting

Beyond two years

Seasonal prediction, which is the main topic of the TCC seminar, corresponds to extended-range

and long-range forecasting (shaded in the above table).

(2) Targets of seasonal forecasting

An important difference between short-range and seasonal forecasting is time scale involved.

The figure on the right shows the spatial and temporal scales of various phenomena. The main

target of seasonal prediction is large-scale circulation of the atmosphere, which involves the

following considerations:

- Blocking
- Stationary Rossby waves

(propagation of Rossby wave
packets along the jet stream)
- Inter-seasonal oscillation
phenomena (e.g., the MJO) and
its influence in the mid-latitudes
- Large-scale convective activity
related to oceanic variations in the
tropics (e.g., ENSO)

1 Author: Masayuki Hirai, Oct. 2011
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2 http://www.wmo.int/pages/prog/mww/DPS/Publications/WMO 485 Vol I.pdf
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(3) Predictability

There are three basic types of uncertainty in forecasting:
- Uncertainty relating to initial conditions: predictability of the first kind
- Uncertainty relating to boundary conditions: predictability of the second kind
- Uncertainty relating to models (not discussed here)

Due to the chaotic nature of the atmosphere, which stems from its characteristic of
strong non-linearity, the limit for deterministic forecasting is about two weeks.
Accordingly, the ensemble prediction system (EPS) is essential in seasonal forecasting.

However, the influence of boundary 5 Initial condition
. o ] \(Predlctabllltyoflst kind)
conditions is important for longer-range £
forecasting models. In particular, forcing 5 |- = — _ Boundary condition
= . (Predictability of 2nd kind)
on the sea surface is an important signal g ===
- . . <L 7 >
in seasonal forecasting. However, in Hour ~ Day ~ Week  Month Season
. ey Year Time scale
extended-range forecasting, initial
conditions (the first kind) and boundary Anomaly correlation (2500 in NH)
conditions (the second kind) are both TS
0.9 A ——1-day mean ]

important. ~7-daymean _|

p 08 \\\ ==14-day mean

0.7
. . . AN

The figure on the right shows prediction AN

. : : 0° NN\
skill as an anomaly correlation of Z500 in 04
the Northern Hemisph time,and NS

e Northern Hemisphere over time, an
indicates decreasing values (7- and 14-day 01 g

means). This indicates that the influence of ~ °°

signals is greater for longer time periods. Forecast lead time (days)
Prediction skill dependency on time scale

1234567 89101112131415161718192021222324252627
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2. Outline of JMA’s EPS for seasonal forecasting
(1) Seasonal forecasts issued by IMA

Output Date of issue Content

Early Warning Information | Every Tuesday and | Probability of extreme events based on the 7-day
on Extreme Weather Friday mean air temperature for the next 5 — 14 days
One-month forecast Every Friday Tercile probabilities of temperature,

precipitation, sunshine duration and snowfall
anomaly for week-1, week-2 (one week forecast),
week-3,4 (2-week forecast) and week-1,2,3,4
(1-month mean forecast)

Three-month forecast 25th of every month Tercile probabilities of temperature, precipitation
and snowfall anomaly for 1, 2 and 3 months
ahead and the 3-month mean

Cold/warm season forecast | 25th of Sep., Oct., | Tercile probabilities of temperature, precipitation
Feb., Mar. and Apr. and snowfall for the DJF mean (cold season) and
the JJA mean (warm season)

(2) Ensemble prediction system for seasonal forecasts

JMAVJ/CPD operates two ensemble prediction systems (EPSs) for seasonal prediction. These are
the 1-month EPS and the 4/7-month EPS. Additionally, IMA/NPD (JMA’s Numerical Prediction
Division) also operates a 1-week EPS and a Typhoon EPS. The specifications of the two EPSs
run by JMA/CPD are shown in the table below.?

1-month EPS 4/7-month EPS
Model AGCM CGCM
(Atmospheric General | (Coupled Ocean-atmosphere  General
Circulation Model) Circulation Model)
Resolution Horizontal: approx. 110 km | * Atmospheric component
(TL159) Horizontal: approx. 180 km (TL95)

Vertical: 60 levels up to 0.1 hPa | Vertical: 40 levels up to 0.4 hPa

* Oceanic component

Horizontal:  1.0° longitude, 0.3-1.0°
latitude (75°S — 75°N)

Vertical: 50 levels

Forecast range Up to 34 days 7-month (initial month of Sep., Oct., Feb.,
Mar., Apr)
4 months (other initial month)
Ensemble method Combination of Breeding of Growing Modes (BGM) and Lagged Average
Forecast (LAF)
Ensemble size 50 51
(25 BGMs & 2 days with 1-day | (9 BGMs & 6 days with 5-day LAF)
LAF)
Frequency of operation Every Wednesday and Thursday | Every 5 days
Frequency of model | Once a week Once a month
product creation Every Friday Around the 20th (no later than the 22nd)

of every month

* Details are provided on the TCC website at
http://ds.data.jma.go.jp/tcc/tcc/products/model/outline/index.html.
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(3) Hindcasts
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A hindcast is a set of systematic forecast experiments for past cases. Hindcast experiments are

performed using a forecasting model identical to the current operational model. Hindcast

datasets are used to determine the systematic bias and skill of models and to establish/evaluate

statistical models.

As hindcasting involves model calculations for a large number of past events, huge computing

resources are required. Accordingly, hindcast specifications (e.g., ensemble size, calculation

frequency) are more limited than those of operational system forecasts, having a smaller

ensemble size and a longer initial-date interval. Differences between hindcasts and operational

system output are shown in the tables below.

* 1-month EPS

Hindcast

Operational system

Ensemble size

5
(5 BGMs, not using LAF)

50
(25 BGMs & 2 days with 1-day
LAF)

Forecast range

Initial date + 33 days

2, 3, 4,...31, 32 days from the later
initial date (Thursday)

Initial date 10th, 20th, end of month Every Wednesday and Thursday
Target period of hindcast | 1979 — 2009
* 4/7-month EPS
Hindcast Operational system
Ensemble size 5 51
(5 BGM) (9 BGMs & 6 days with 5-day

LAF)

Forecast range

Lead time from O to 6
months as shown in the
correspondence table below

(4-month EPS)

Lead time from 1 to 3 as shown in
the correspondence table below
(7-month EPS)

DJF (initial month of Oct.)

JJA (initial months of Feb., Mar.
and Apr.)

Initial date

24 initial dates a year

(1st Jan., 16th Jan., 15th
Feb., 2nd Mar., 17th Mar.,...
2nd Dec. and 17th Dec.

Once a month

Target period of hindcast

1979 — 2008

Correspondence between lead times (months) and initial dates

Target month
Initial date

Jan

Feb

Mar

Apr May | Jun Jul Aug Oct

1-Jan, 17-Dec

0

1

2

31-Jan, 16-Jan

0

1

2-Mar, 15-Feb

0

1-Apr, 17-Mar

o=~ e
o= e |~

1-May, 16—Apr

o =N [ |

31-May, 16-May

30-Jun, 15-Jun

of=[Mew|s|ao|o

30-Jul, 15=Jul

ol|=|v|w |~ oo

29-Aug, 14-Aug

of=[n|w|s|o|o
of=|N]w s oo

28-Sep, 13-Sep

o|=|v|w (s oo

28-0Oct, 13-Oct

o
o

2-Dec, 17-Nov

B DS S £ 0 =

N[ |s oo

w s |0 |o

of=[Mew|s oo
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3. Seasonal forecasting model products on the TCC website

Home world Climata Climate System Monitoring El Nifio Manitoring Global warming Climate in Japan Traini

OME = Ersamble Model Prediction

JMA's Ensemble Prediction System (Products of GPC Tokyo)

JMA operates the ensamble prediction system of an atmaspheric global circulation model (AGCM) for one-month prediction and atmosphere-ocean coupled global curcuration model (CGCM) for threa-month =
Ensemble prediction products, verification charts and description of the ensemble prediction system are available on this page.

| Notice | Hain Products

+ GEV praducts for seasonal
| Latest Products

One-month Prediction

anth Prediction mroe

e ensos-= Ll 1-month EPS products

» Function, Velocity Datzntial £ 5
= :
»
’ Srobzhilistic Foraczsts ar station points
=
Three-month Prediction
¥ Three-menth Prediction gze -

Function, Velacity Air Temperaturs (60N-605] me= =

~| 4-month EPS products

i Tempratrs (€01-605) o 7-month EPS products

¥ Hindczst

» Brababilistic Farscast and Verification NEW 2 sex

Model Descriptions Download GPC Long-range Forecast {LRF) Products

Cutlines * Degwnload Grid Peoint Walus [G2V] File [Only registered NMHSs can access this page)

» applicstion

« When receiving zn e-mail entitled "[JDDS/IMA] Your Password will expire in 2 few days" frem JDDS_admin
% change your passward at heep://d=.cataima.gedp/changepazznd/,

characters,
plzas= = mail te: tcc@met kishou.go.jp

ote that the password should be at lzas
Ifyou have any questiens about ID and/er pa

Model descriptions

For download model output (grid data)

Model product page on the TCC website
(http://ds.data.jma.go.jp/gmd/tcc/tcc/products/model/index.html

3.1 1-month EPS products
* Forecasting maps Weekly forecasting maps
Animated forecasting maps (experimental)
* Real-time verification of routine model forecasts
* Hindcast verification charts
* Calibrated probabilistic forecasts at station points

3.2 4/7-month EPS products

* Forecasting maps Monthly forecasting maps
* Hindcast verification charts

* Calibrated probabilistic forecasts
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3.3. Details of grid data (GPVs)
3.3.1. 1-month EPS operational system grid data

* Daily data on statistics (ensemble mean and anomaly)

Forecasting target period for each record:
2,3, 4,..31, 32 days from the later initial date (Thursday)

Elements:

Ensemble mean forecast and anomaly

7 — 9 November 2011, Tokyo, Japan

Level Pressure Rain | T u |V RH | Stream Velocity
or height (2) function | potential
Surface O (SLP) @) O (2m)
850 hPa 0] O|O0* |O* |O
700 hPa 0]
500 Pa 0 (2)
200 Pa o |O* 0] 0]
100hPa | O (2)
*: Ensemble mean only (anomaly not included)
* Daily data on individual ensemble members
Forecasting target period for each record:
0, 1, 2,...33 days from later initial date (Thursday)
Elements:
Individual ensemble member forecast
(Anomalies not included)
Level Pressure Rain | T U \% RH | Stream Velocity
or height (2) function | potential
Surface O (SLP) 0] O (2m)
1,000 hPa | O (2) 0 O (o |0 |o
850 hPa 02 o) O |o |o
700 hPa 0 (2 0] 0] 0] 0]
500 Pa 0(2) 0] 0] 0] 0]
300 Pa 0 @) 0] 0] 0] 0] 0]
200 hPa 0 @) 0] 0]
100 hPa (O] 04 0] 0] 0]
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3.3.2 1-month EPS hindcast grid data
* Daily data on individual ensemble members

Forecasting target period for each record:
0, 1, 2,...33 days from the initial date
Elements

Individual ensemble member forecast
(Anomalies not included)

Level Pressure Rain | T U \Y RH | Stream Velocity
or height (2) function | potential

Surface O (SLP) 0] O (2m)

1,000 hPa | O (2) @] 0 0 ) @)

850 hPa 0 (2 0 0 0 0

700 hPa 0 (2 0] @) 0 0

500 Pa 0 (2 0] @) 0 0

300 Pa 02 0 0 0 0 0 0

200 hPa 0 (2 0 0 )

100 hPa 0 (2 0 0 )
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3.3.3. 4/7-month EPS operational system grid data
* Monthly data on ensemble statistics (ensemble mean, anomaly and spread)

Forecasting target period for each record:
1-month mean (records 1 to 3)
Lead 1, 2 and 3 months from the initial month for 4-month EPS
DJF or JJA for 7-month EPS
3-month mean (record 4)
Lead 1 to 3 months for 4-month EPS
DJF or JJA for 7-month EPS

Elements
Ensemble mean forecast, anomaly and spread

Level Pressure Rain T ] \V RH
or height (2)
o)
Surface | O (SLP) O @2 m, SST*)
850 hPa 0] 0 0
500 Pa 0 (2)
200 Pa 0] 0]

*: Ensemble mean and anomaly only (ensemble spread not included)

* Monthly data on individual ensemble members (forecast and anomaly)

Forecasting target period for each record:

1-month mean (records 1 to 3)
Lead 1, 2 and 3 months from the initial month for 4-month EPS
DJF or JJA for 7-month EPS
3-month mean (record 4)
Lead 1 to 3 months for 4-month EPS
DJF or JJA for 7-month EPS

Elements
Individual ensemble member forecast and anomaly

Level Pressure Rain | T U \Y RH | Specific

or height (2) humidity
O

Surface O (SLP) O (2 m, SST*)

850hPa | O (2) @] @] @] @] @]

500 Pa 0 (2) @) @) @)

300hPa | O (Z)

200 Pa 0(2) 0] @) @)

100hPa | O (2)
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3.3.4 4/7-month EPS hindcast grid data
* Monthly data on individual ensemble members (forecast and anomaly)

Forecasting target period for each record:
Lead 0, 1, 2,...6 months from the initial month (7 records)

Elements

Individual ensemble member forecast

Level Pressure Rain | T RH | Specific

or height (2) humidity
6]

Surface | O (SLP) @) @2 m, SST*)

850 hPa | O (2) 0 0 0

500 Pa 0(2) 0

300hPa | O (2)

200 Pa 0 (2) 0

100 hPa | O (2)
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Using Grid Point VValue Data Provided on the
TCC Website - Visualization using GrADS -

Climate Prediction Division, Japan Meteorological Agency*
1. Purpose and agenda

TCC (the Tokyo Climate Center) has provided global grid datasets (grid point values, or GPVs) of
one-month forecasts since June 2002, three-month forecasts since September 2003, and seven-month
forecasts since February 2004.

Visualization of data provided by TCC is the main subject of this document, which also
explains how to obtain data from the TCC website and the use of tools to display them.

A free program called GrADS (Grid Analysis and Display System) developed by COLA/IGES in
the USA enables visualization of GPV data from the TCC website.

The GPV data provided by TCC are coded in GRIB2 format (GRIB Edition 2) for all one-month,
three-month and seven-month forecasts. Conversion from GRIB2 format to GrADS format is a
significant issue that needs to be addressed.

The GRIB2 format is explained on the WMO website at
http://www.wmo.int/pages/prog/mwww/WMOCodes.html.

* Forecast data from JMA’s latest models start from March 19, 2008, for one-month forecasts, and
from February 2010 for three-month and seven-month forecasts. One-month forecast data are
currently available only from April 2009 due to the capacity limitations of the TCC website.

2. Computing environment requirements

A computer that can run GrADS (Grid Analysis and Display System) is required. MS Windows,
Linux and most UNIX computers are appropriate.

2.1. Installation of GrADS (Linux and UNIX)

Go to http://grads.iges.org/grads/index.html.
Go to the Downloading the Software section and click on the “Downloading the Software” link.
Chose the appropriate version of the runtime program and download it.
Extract the downloaded file.
» E.g., tar zxvf grads-1.9b4-linuxRH9.tar.gz
Run the program.
Implement path setting.
export GRADSHOME-=/user/local/grads
(The path depends on the installation location.
Check where GrADS is installed and replace

the text here with the relevant path.)

! Author: Ryoji Kumabe, Oct. 2010
Last revised by: Masayuki Hirai, Oct. 2011
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export PATH=$PATH:${GRADSHOME}/bin
export GADDIR=${GRADSHOME}/data
Add above lines to the file “bash_profile” or “bashrc” for convenience.

2.2. Installation of wgrib2 (Linux and UNIX)

All grid point data on the TCC website are provided in GRIB2 format. Therefore, conversion of
file format from GRIB2 to GRADS is required. “wgrib2” is a computer program used to convert
GRIB2 formatted data into binary data that GrADS can handle.

* COLA/IGES has made GrADS ver. 2 compatible with GRIB2, although this compatibility has not
been confirmed by the author. Users may establish their own way to use GrADS without the wgrib2
program.
* All binary files are compatible among computers with the same byte order, while conversion is
needed for those with different byte orders (Windows and most Linux systems vs. most UNIX
systems)

Go to ftp.cpc.ncep.noaa.gov/iwd51lwe/warib2.
Download wgrib2.tgz.1.7.8b.
Run the following commands in the directory to which the file has been downloaded:

~

» tar zxvf wgrib2.tgz.v1.7.8b

» cd grib2
» gmake -f makefile_all libs_new
» cd wgrib2

Copy the wgrib2 program to the directory in which GrADS is installed.
2.1. Installing GrADS (Windows)

While COLAJ/IGES in the US provides a Windows version of GrADS, US-based company
SourceForge, Inc. has developed and provides an extension version of GrADS based on the original
GrADS program from COLA/IGES called “OpenGrADS”, which offers useful utilities such as
wgrib2. The procedure for installing “OpenGrADS” from SourceForge, Inc. is described here. (Note
that the procedure may change with their web design policy.)

Go to the Website of the OpenGrADS at http://sourceforge.net/projects/opengrads/.

Click on the banner “Download” and save the file to the desired directory.

Run the file.

» Check “Add application directory to your system path” during installation. This
automatically takes care of the path setting procedure required for the Linux version.

For Windows and OpenGrADS, as wqrib2 is also packaged with OpenGrADS, there is no need to
install warib2 separately as there is for Linux.

For more information, see the GrADS website at http://grads.iges.org/grads/index.html.

3. Downloading GPV data from the TCC website
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The procedures for downloading GPV data from the TCC website are outlined here. GPV data can
be downloaded for one-month, three-month and seven-month forecasts.

Open your web browser (e.g., Internet Explorer) by double-clicking on its icon.

TCC website URL.: http://ds.data.jma.go.jp/tcc/tcc/index.html

During the procedures outlined below, the user ID and password provided by TCC will need to be
input.

Downloading one-month predictions

Visit the TCC top page - Click on NWP Model Prediction in the top menu - Click on
Download Grid Point Value (GPV) File = Input the user name and password = Click on Daily
Statistics (for ensemble mean forecasts) or on All Members (for individual ensemble member
forecasts), in the 1-month category of NWP Model Prediction - Choose Download Grid Point
Value (GPV) Data.

Select a file from the listed GPV data.

* The characters ‘yyyymmdd’ indicate the year (four digits), the month (two digits) and the day
(two digits) for the initial time of the prediction.

Data are uploaded every Friday evening (Japanese time) for predictions in the next one-month
period.

Downloading three-month predictions

Visit the TCC top page - Click on NWP Model Prediction in the top menu - Click on
Download Grid Point Value (GPV) File = Input the user name and password = Click on
Statistics for mean forecasts in each month over the next three months, or on All Members for
forecasts in each month of all ensemble members in the 3-month category of NWP Model
Prediction = Choose Download Grid Point Value (GPV) Data (201002 — present).

Select a file from the listed GPV data.

Data are uploaded by around the 20" of each month for three-month predictions starting at the
beginning of the next month.

Downloading seven-month predictions

Visit the TCC top page - Click on NWP Model Prediction in the top menu - Click on
Download Grid Point Value (GPV) File = Input the user name and password - Click on
Statistics for mean forecasts in each month during the last three months of the prediction period,
or on All Members for mean forecast in each month of all ensemble members in the 7-month
category of NWP Model Prediction > Choose Download Grid Point Value (GPV) Data
(201002 — present).

Select a file from the listed GPV data.

Data are uploaded by around the 20" of February, March and April (for the warm season) and
September and October (for the cold season) for seven-month predictions starting at the beginning of
the next month.

The total file sizes are approximately 1 MB for one-month statistics forecasts (26 files of about
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83 — 144 KB each), 1.5 MB for one-month all-member forecasts (44 files of about 34 KB each), 2
MB for three-month mean forecasts (29 files of about 47 — 62 KB each), 124 MB for three-month
all-member forecasts (40 files of 3.1 MB each), 2.4 MB for seven-month statistics forecasts (29 files
of about 83 KB each), and 170 — 250 MB for seven-month all-member forecasts (40 files of about 4.3
— 6.4 MB depending on the initial month).

* The content and other information of each GPV data set are shown in Appendix 3: One-month
forecast GPV products; Appendix 4: Three-month outlook GPV products; and Appendix 5:
Seven-month forecasts.

4. Using one-month forecast GPV data

This section outlines the procedure for visualizing the one-month prediction GPV data provided
on the TCC website using the GrADS program. The italics in examples of computer commands in this
section and the following sections should be replaced with the appropriate file names and other
information, e.g., assume p500_Phh_em.20101021 for gribfile.

4.1 Conversion of TCC-GRIB files into GrADS files

Program
wagrib2 converts GRIB2 data provided by TCC into GrADS format.

Input: GRIB2 data
Any GRIB2-format file on the TCC website

Output: GrADS files
A GrADS-formatted binary file (GrADS data) of all data elements in the input file is produced.
Alternatively, the user can choose specific elements as shown in 1.2 below.

1) Running the program

Programs must be executed on a console (Linux, UNIX) or by command prompt (Windows).
In Windows, the command prompt window can be opened by clicking on the command icon for the
accessories section in the pull-down menu activated from the Start button. On the console or the
command prompt, first navigate to the directory to which the data files have been downloaded.

1.1) To retrieve all data from Statistics (GRIB2) files and All Members (GRIB2) files
> wgrib2 grib2_file -no_header -bin output_file
1.2) To retrieve a particular member from All Members (GRIB2) files (when retrieving the
ensemble member +10)
>wgrib2 grib2_file | grep ENS=+10 | wgrib2 -i grib2_file -no_header -bin output_file

* To find the ensemble number, wgrib2’s grib2_file can be used.
ENS spans from +1 to +24 and from -1 to -24 for one-month prediction;
from +1 to +5 and from -1 to -5 for three-month prediction; and
from +1 to +4 and from -1 to -4 for seven-month prediction.

- 38 -


http://ds.data.jma.go.jp/tcc/tcc/gpv/model/1mE.Grib2/GPV/20101021/p500_Phh_em.20101021

TCC Training Seminar on One-month Forecast Products
7 — 9 November 2011, Tokyo, Japan

* Replacing “-bin” with “—text” produces a text file instead of a GrADS binary file. This can then
be processed in a spreadsheet program such as Microsoft Excel.

2) Editing the control file

Two files are required when using the GrADS program: one is a binary data file created by the
wgrib2 program, and the other is a control file. A control file is a text file containing
meta-information of GrADS data such as data dimensions, time, elements, etc.

Text files are written in a text editor such as Notepad. The text should be as follows:

Ex. 1) A statistics (GRIB2) file for one-month prediction

filename = psea.ctl  (any filename.ctl is OK)

dset ~surf_Ppp_em.yyyymmdd.bin : GrADS file name

undef -1.e+20 . Infinite number
title example : Title
xdef 144 linear 025 : Number of grids, starting lon, distance in x-direction
ydef 73 linear -90 2.5 : As above, but in y-direction
zdef 1llinear 01 . As above, but in z-direction (vertical)
tdef 4 linear 030ct2009 7dy : Time steps, start time, time unit
(meaning of time units: dy means days, mo means months)
vars 1 : Number of variables (elements)
PSEA 00 PSEA : Name of variable
endvars : Closing remark

Note: the symbol “*’ in the dset section indicates that the path to the file is relative to the directory
where the control file is located. Paths in GrADS are expressed by “/”” as also seen in UNIX and
Linux, in contrast to the “¥” used in Windows.

Ex. 2) An all-member (GRIB2) file for one-month prediction

filename = psea.ctl  (any filename.ctl is OK)

dset ~surf_Ppp_mb.yyyymmdd.bin

undef -1.e+20

title example

xdef 144 linear 02.5

ydef 73 linear -90 2.5

zdef 1llinear 01

tdef 34 linear 030ct2009 1dy (The spaces here are important.)
vars 1

PSEA 00 PSEA

endvars
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4.2. Running GrADS and opening the control file
> grads
——————— GrADS command -------
>open ctl_file.ctl ex) open psea.ctl
>d psea
> quit
(See Appendix 1 for GrADS basic commands.)

5. Examples of long-range prediction data visualization using GrADS
Exercise and tutorial

Visualization with GrADS - TCC website
(http://ds.data.jma.go.jp/tcc/tcc/products/model/tips/vis.html)

This section outlines the visualization of GPV data for one-month forecasts using GrADS.
GPV data in GrADS format and the control file are first prepared as outlined in Section 3.1.

5.1 Example 1

This example outlines how to:
a) represent 500-hPa geopotential height using contours;
b) represent 500-hPa geopotential height anomaly using shading; and
¢) save images for each prediction time as png files.

Data preparation:
Download p500_Phh_em.yyyymmdd and p500_Paa_em.yyyymmadd.
Convert both GRIB2 files into GrADS format using wgrib2.
Edit the control files and save them as p50h.ctl and p50ha.ctl.

Script preparation:
Edit the script file below and save it with a name such as samplel.gs in the same directory as the
data.
Scripts  called solutions (cbarn.gs and color_k.gs) can be downloaded from
http://ds.data.jma.go.jp/tcc/tcc/products/model/tips/vis.html.
Scripts should all be stored in the same directory.

GrADS operation:
Execute the GrADS program in the same directory as that used in the above step.
In GrADS, type the command “run samplel.gs” and watch the processing.

5.2 Example 2

This example outlines how to:
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a) plot divergence/convergence of low-level and high-level wind fields; and
b) represent wind with stream lines.

Data preparation:
The procedure is the same as that for Example 1, but with p850 Pwu_em.yyyymmdd and
p850_Pwu_em.yyyymmdd for the data, and u85.ctl and v85.ctl for the control file names.

Script preparation:
As outlined for Example 1, but with sample2.gs as the script file name.

GrADS operation:
As outlined for Example 1, but with run sample2.gs as the GrADS command.

6. Pointers for data handing in GrADS

GrADS data have four dimensions: X, Y, Z and T. However, as display is two-dimensional, the
degree of freedom needs to be restricted to a maximumof two dimensions (except for time sequences
expressed as animations). To achieve this, a ‘set’ command such as ‘set t 1’ is used.

Example (typical GrADS data)

dset “mglws

undef -19999.0

title ImE_GPV.20070920

ydef 37 linear -90.0000 2.5

xdef 144 linear 0.000000 2.5

tdef 4 linear 20Sep2007 7dy

zdef 7 levels 1000 900 850 700500 300 150

vars 20

Z500 099 ** Geopotential height at 500 hPa [gpm]
T850 099 ** Temp. at 850 hPa [K]

PSEAA 0 99 ** Sea level pressure anomaly [Pa]
Z100A 0 99 ** Geopotential height anomaly at 100 hPa [gpm]
ENDVARS

Display types: contours, shading, barbs, etc.
Projection: latlon, polar stereo, etc.

GrADS script library: Useful scripts can be downloaded from the Internet at
http://grads.iges.org/grads/gadoc/library.html.

- 41 -


http://grads.iges.org/grads/gadoc/library.html

TCC Training Seminar on One-month Forecast Products
7 — 9 November 2011, Tokyo, Japan

GrADS data sets
Data file: a binary file with 4-byte floating point values
Ctl file: a file describing the corresponding data file
GrADS script file: a file containing a collection of commands

Command to run the GrADS program with a GrADS script file silently:
echo “quit” | grads —Ibc “run gsfile”

7. Advanced techniques for obtaining and using TCC data

A combination of tools available on the Internet will facilitate the use of data provided by TCC in
terms of automatic downloading and visualization.

1. Shell scripts: Such scripts can be used to execute a collection of commands at one time. They can
also be used to control commands such as repeating and conditional reactions.

Linux: installed by default

Windows: use the cygwin system available at http://www.cygwin.com/.

2. wget commands: Such commands can be used for automatic ftp and http access when operated
within a shell script.
Linux: installed by default
Windows: choose wget from the web components upon cygwin system installation.
Alternatively, download the Windows version of wget from
http://users.ugent.be/~bpuype/wget/.

Use .wgetrc (or wgetrc) files to set web 1Ds, passwords and proxies as necessary.

3. Running GrADS with GrADS scripts

Typing the command grads -bcl "run samplel.gs" on a Linux or UNIX machine runs GrADS
without opening the GrADS interactive screen and allows access to png image files. This is
convenient for automatic processing of download data and for visualization. However, this approach
does not work on the Windows version of GrADS.

4. The crontab command can be used in Linux to set scheduled commands for a particular time/day
either on a single occasion or repeatedly.
8. GrADS data format
GrADS data consist of a simple series of floating computer point values. The data alignment is
shown in the corresponding control file. Below is an example of a control file (slightly modified for

simplicity):

dset “mglws
undef -19999.0
title ImE_GPV.20070920
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xdef 144 linear 0.000000 2.5

ydef 37 linear -90.0000 2.5

zdef 3 levels 1000 850 700

tdef 4 linear 20Sep2007 7dy

vars 2

Z 399 ** Geopotential height at 3 levels
T 399 ** Temp. at 3 levels

ENDVARS

The GrADS data file would be as follows:

—

l
[
»

37

T=3.4

Below is an example of programming to create GrADS data.

C programming

Creates a data set covering the whole globe (lat: -90 — 90; long: 0 — 360) with five time steps.

Below is an example of the corresponding control file.

DSET “test.dat
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UNDEF 999.9

XDEF 361 LINEAR 0.01.0
YDEF 181 LINEAR -90.01.0
ZDEF 1 LEVELS 1000

TDEF 1 LINEAR 1JAN2000 1DY

VARS 1
element 1 99 Plottime series
ENDVARS

Ex. 8.1
Modification of the sample program and control file so that they contain time steps of five days

Ex. 8.2

Creation of a control file indicating that the data file created in Exercise 7.1 contains five levels of
data instead of five days
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Appendix 1 Summary of handling for data provided by TCC

Summary of handling for data provided by TCC

Grib2 (1 month, 3 months) at TCC Website

(Download)

)

Grib2 (1 month, 3 months)

l

(Convert using wgrib2)

!

Binary (GrADS, others)

Internet
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Appendix 2 GrADS basic commands

a) General
> open ctl_file
> q file (Query info of the open file ) or g ctlinfo
> quit (Leave GrADS)
> reset (Reset to the initial state without closing the file)

b) Displaying variables
>d variable_name
>d expression ex.) tempe-273.15, mag(ugrd,vgrd)
> clear

¢) Changing area, level, time or map projection
>set lon lonl lon2 ex.)set lon 0 180
>set lat latl lat2 ex.)set lat 0 90

>set z levell level2 (If a 3D representation is specified as a single level, the chart will be a

Cross section.)
>set t n m  (If nm is set, the chart shows time changes as for an animation.)
>set  mproj nps (For northern polar stereo projection)

d) Changing graphic type

> set gxout [contours, shading, vectors, streams, grids, etc. ] (Choose one of the parameters in

parentheses.)

e) Changing graphic options
>set ccolor color_index ex.)set ccolor 1  (white) :setcolor

>set cint interval_value : set interval

>set cmin minimum_value : set minimum value
>set clab  on/off : control label

>set cthick [1-10] : set line width

) Changing map data set resolution
>set mpdset lowres | mres | hires

g) Output of GrADS metafiles (*.gmf)
>enable print filename.gmf
>d variable_name
> print
> disable print

h) Viewing GrADS metafiles (*.gmf)
>gv32 filename.gmf

With Gv32 (GrADS Metafile Viewer), it is possible to print images and save files as
Windows metafiles, allowing charts to be included in Windows applications (e.g.,

Microsoft PowerPoint).
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i) Outputting png/gif files (*.png/*.gif)
> printim fname.(png / gif)

j) Using scripts for GrADS
GrADS scripts allow construction of if/while/for clauses, etc. and keyboard input.
Examples:
>set gxout shaded
>d  expression
>run charn.gs

k) Changing graphic options (alternative way)
> run color_k.gs
> set ccols 47 46 45 44 43 23 24 25 26 27
> set clevs -120 -90 -60 -30 0 30 60 90 120

1) Creating titles
> draw title String
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Outline of Guidance and Related Evaluation

Climate Prediction Division, Japan Meteorological Agency (JMA)

1. Introduction

Guidance is a statistical downscaling technique based on grid point value (GPV) data
predicted using a numerical model (Fig. 1). Although it is possible to directly use GPV
data for forecasts such as those of surface temperature and precipitation, even good
numerical models involve a certain degree of error due to the approximation of
meteorological dynamics, the limitations of computational resources and other factors.
Against this background, the accuracy of forecasts can be increased using guidance. In
general, guidance for one-month forecasting involves elements such as geopotential
height and temperature over target areas. The purpose of this training is to teach those
on the course how to make regression model and to implement guidance for their own

countries.

GPV data from Forecast

numerical prediction @\A - -
LA
=1 (R

0 115C
Below | Normal Above}

10% | 30% | 60% |

< Guidance > Area-averaged or station
Temperature, wind, — _—| | temperatures, precipitation,

geopotential height, probability density function, etc.
precipitation, etc.

Rules based on statistical relationship

Figure 1 Schematic diagram outlining the concept of guidance

2. Regression method

Two types of time series are used in implementing guidance. One involves
meteorological variables for issued forecasts, and the other involves variables obviously
related to the former. The former and latter elements are referred to as predictands and
predictors, respectively. Our purpose is to predict the future value of predictands using
the statistical relationship between predictands and predictors.

To clarify the regression method, here we consider the simplest case, namely “a single
regression model.” This is a predictive approach using a single predictor.

The single regression model is written as
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Y=ax+b+ ¢

Here, Y is the objective variable (i.e., the predictand), x is the predictor, a is a

regression coefficient, b is a constant, and ¢ 1is an error term.

ptg . Estimated regression ling

Figure 2 Single regression model
Y is the predictand.

X 1s another variable that can be used to predict demand.

2-1. Normalization of precipitation

Temperature histograms are generally based on normal (Gaussian) distribution,
while precipitation histograms usually have gamma distribution and differ from those
with Gaussian distribution. As the error distribution of regression models is assumed to
involve normal distribution, precipitation data need to be normalized (Fig. 3). The
simplest way to achieve this is to use the power technique. JMA’s seasonal forecast

guidance uses a power of 1/4 for precipitation and snowfall.

Frequency

Precipitation (Raw) Precipitation (power of 1/4)

25 /
20 —

/

Frequency
&

. / e
= T | i e

0 75 150 225 300 375 450 525 600 675 750 825 900 975 1050 1125 1200 1125 15 175 2 225 25 275 3 325 35 375 4 425 45 475 5
mm/Month mm~0.25/Month

Figure 3 Precipitation histograms
Raw precipitation data differ from those with Gaussian distribution (left).
After applying a power of 1/4, the histogram fits Gaussian distribution (right).

Both bold lines indicate Gaussian distribution.
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3. Probability forecasts

Even with guidance, long-range forecasting involves some level of uncertainty due to
the chaotic nature of atmospheric flow. It is therefore necessary to take this uncertainty
into account, and the optimal method for this is probabilistic forecasting.

The probability density function (PDF) is assumed to have normal (Gaussian)
distribution with mean X, and standard deviation o, (Fig. 4).

The mean X;is predicted using the regression model, and the standard deviation ©,
1s assumed to be the root mean square error of the regression model.

In this training, we will make a two-category probability forecast based on guidance

(Fig. 5).

Figure 4 Schematic diagram showing the forecast probability density function
(PDF)

Vi \
¥ ° %\
Below normal | Above normal
30% 70%

Figure 5 Schematic diagram showing a two-category forecast
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4. Evaluation of probability forecasts

In this chapter, we will look at two techniques for evaluating probability forecasts.
One is a reliability diagram that shows the occurrence frequencies of events based on
forecast probability and the Brier score used to evaluate forecasts, and the other is the
relative operating characteristic (ROC) curve, which is drawn based on the hit rates and

false alarm rates often used to evaluate forecasting techniques.

a) Reliability diagrams

Reliability diagrams relate to the Brier score, and help us to understand the
characteristics of probability forecasting. This section explains what the lines in such
diagrams indicate.

A reliability curve — the most important element in a reliability diagram — plots the
occurrence frequency of an event against the forecast probability. This shows how often
the event actually occurs in relation to the forecast probability. If a forecast has absolute
reliability, the probability coincides with the observed frequency, and the curve will be
diagonal. Accordingly, the reliability of a probability forecast is indicated by the
proximity of the curve to the diagonal. Any deviation from the diagonal indicates the
characteristics of bias, with points below the diagonal indicating over-forecasting
(excessive forecast probability) and those above it indicating under-forecasting
(deficient forecast probability).

The horizontal line in a reliability diagram represents climatic frequency; generally,
this is near 50% for two-category forecasts and near 33% for three-category forecasts. A
forecast based on climatic frequency makes no discrimination between signals and
no-signals for events, and has no resolution. Hence, proximity to the horizontal line
indicates lower forecast resolution.

The frequencies of individual forecast probabilities may be plotted on a reliability
diagram either in histogram form or in line graph form. Such graphs indicate the
tendency of forecast probability. If the level of reliability is uniform, higher occurrence
frequencies of extreme probabilities such as 0% or 100% indicates that the forecast has
higher resolution and is closer to a deterministic forecast.

In light of these considerations, a number of conclusions can be drawn from the
reliability diagrams shown in Fig. 6. The reliability curve on the left, which roughly
follows the diagonal, shows that the forecast has a high level of reliability. Additionally,
as the frequency of probability forecasting is higher at the extreme probabilities, it can
be considered to have high resolution. Conversely, the reliability curve on the right
shows lower reliability than that on the left, as well as a clear forecasting tendency for
large values of forecast probability. The peak of forecast frequency is near the climatic

frequency, and this indicates that the resolution is lower than that shown on the left.

-52.-



TCC Training Seminar on One-month Forecast Products
7 — 9 November 2011, Tokyo, Japan

Eastern Japan Eastern Jopan
BSS=54.08 Brel=89.7 Bres=54.2 BS5=5.047 Brel=9B8.2 Bres=6.19
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Figure 6 Reliability diagram of JMA guidance for temperature in eastern Japan
Left: 1st week; right: 3rd — 4th week
The red line shows occurrence frequencies by forecast probability.
The green line shows frequencies of forecast probabilities.
The values of BSS, Brel and Bres at the top of each panel denote the Brier skill

score, the reliability skill score and the resolution skill score (%), respectively.

b) Brier score
The Brier score (hereinafter abbreviated to BS) is used to enable comprehensive
evaluation of probability forecasting. The BS for two categories (written as b) is defined

by formula (1):
13 2
b= > (R W) 0<p <L <ol 0
i=1

where N represents the total number of forecasts, p; is the forecast probability
value, and V; 1is a variable assumed to be 1 when the predicted phenomenon occurs and
0 when it does not occur. Smaller values of b represent better results, and the BS is 0
for perfect prediction when forecasts are deterministic, with probability values assumed
as either 0 or 100% (where all forecasts are accurate).

Murphy (1973) showed that b can be mathematically decomposed into three terms.
If we rewrite (1) by separating the terms for the occurrence of a phenomenon from those
for non-occurrence, we obtain

b:%{Z(pt_1)2Mt+2(pt_0)2(Nt_Mt)}’ (2)

t

where t is a subscript assigned to each probability value (for example, p, = 0.1, M,

1s the number of predicted phenomena that actually occur for the #h probability value,
and N, is the number of forecasts made for the same value. We can transform (2)
further to obtain (3):

M, , N M M,,N
b=> (p,——1)* —-> (—-—1)°
Zt: “ N, N Zt: N N,

M, M
W+N(1 N), (3)
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. » Which represents the total number of predicted phenomena that

where M :Z M
t

actually occur.
The first term on the right of (3) represents reliability. If we allow it to be represented
by brel, then

M N
brel => (p, - —4)* —, (4)
Zt: " N,” N

where — is the proportion of predicted phenomena that occur to the total number of
t

forecasts for the #th probability value (hereinafter referred to as the occurrence
frequency). Smaller values of brel represent larger numbers of forecasts made with
forecast probabilities that match actual occurrence frequencies. If all points of the
reliability curve are located on the 45-degree line where forecast probabilities and
occurrence frequencies match, then brel=0.

The second term in (3) represents resolution. If we allow it to be represented by bres,
then

M M N
bres=» (—-—1)* —, (5)
Z N N~ N

M M
where W is the climatic frequency of the event; this is generally W:O.S for a

M
two-category forecast and N =0.33 for a three-category forecast.

The negative value for bres in (3) indicates that larger values of bres represent
better results. A larger bres indicates that the difference between the occurrence
frequency of each forecast probability and the climatic frequency of the event is greater.
Accordingly, if reliability is uniform, higher occurrence frequencies of extreme
probabilities such as 0% or 100% correlate to higher values of bres.

The third term in (3) represents uncertainty. If we allow it to be represented by bunc,
then
bunc:M(l—M). (6)

N N
This term is not related to the performance of forecasting. It depends on climatic
frequency alone and shows the level of uncertainty for the phenomenon.

These scores allow us to make judgments on the relative performance of forecasts, but
not on their significance. The improvement rate with respect to a climatic value forecast
1s often used as a measure of forecast significance. If we write the BS of a climatic value
as bc, the improvement rate can be defined by

bc—b

BSS = , (7
bc
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where BSS is the Brier skill score. If BSS <0, the forecast is inferior to the climatic
value forecast, and the maximum value of BSS=1 represents a perfect forecast.
Likewise, the reliability skill score and the resolution skill score can be defined by the

following formulas:

Brel :w (8)
bc

Bres :@ (9)
bunc

Brel = Bres =1 for a perfect forecast.

These skill scores are illustrated using a reliability diagram in many cases. In Fig. 6,
although the BSS of the panel on the right is inferior to that on the left, the score shows
a positive value and indicates that the forecast is made with a higher level of skill than
the forecast of climatic values. It is found that the BSS difference between the right and

left sides mainly originates in Bres.

¢) Relative operating characteristics diagrams

Probability forecasts can be transformed into yes/no forecasts of category defined by
any probability threshold. For all thresholds, the corresponding hit rates and false
alarm rates can be computed, and relative operating characteristics (ROC) diagrams
are used to display and interpret this information. Different users of forecasts will
generally have different sensitivities based on economic values, and will choose
different probability thresholds as triggers for the implementation of measures in
response to certain events. In this way, ROC diagrams help users to decide probability
thresholds.

Table 1 shows the relationship between forecasts and observations for a case in which
an event is predicted with a forecast probability of P, or higher. The hit rate hr, and

the false alarm rate fr; are defined as follows:

M
2"

hri:A == (10)
.+ C,
10
B Z(Nt_Mt)
fr=—" =5 . (11)
B. + D, N-M

Here, hr, represents the proportion of predicted phenomena out of the total number of
phenomena that actually occur, and is called the hit rate. It should be noted that the
proportion of predicted phenomena that occur to the total number of forecasts is also
often referred to as the hit rate. The hit rate for an ROC curve refers to the level of
coverage, which represents the degree to which phenomena are covered by forecasts.

Meanwhile, fr, represents the proportion of predicted phenomena out of the total
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number of phenomena that do not occur, and is called the false alarm rate. In an ROC
diagram, the point corresponding to each threshold is defined by the hit rates on the
vertical axis and the false alarm rates on the horizontal axis, and the ROC curve is
drawn accordingly.

A plot in the upper left corner of an ROC diagram represents a perfect forecast (100%
hit rate, 0% false alarm rate). Conversely, the diagonal line where the hit rate and the
false alarm rate are the same represents a forecast with no skill. Accordingly, the closer
the curve is to the upper left corner, the higher the skill of the forecast. The extent of the
area under the ROC curve is used as a metric to evaluate forecast skill, and is called the
AUC (area under curve) or the ROC area. If AUC > 0.5, the forecast has a certain level
of skill, and AUC'is at its maximum ( AUC=1) for a perfect forecast.

Observation
Yes No
Yes | Ai Bi
Forecast
No Ci Di

Table 1 Correspondence between forecast and observation for a case in which a

phenomenon was predicted with a forecast probability of P, or higher

Eastern Japan Eastern Japan
IEICI-ANOG = 92.4 . 100 Ax100 = 64.3 105
90 90 1
80 A0 4
i\? 704 5}1 704
60+ 60
Y 3
o 504 o 901
& 40 & 401
= >
T 30 T 301
20 201
10 101¢/76%
L T T T T T T T T T 0 S5 T T T T T T T T
00 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 @0 100
False Alarm Rate (%) False Alarm Rate (%)

Figure 7 ROC curves of JMA guidance for temperature in eastern Japan
Left: 1st week; right: 3rd — 4th week
The curves show combinations of hit rates and false alarm rates based on

forecast probability values.

The values of A X 100 at the top of each panel denote the ROC area (%).
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Producing Site-specific Guidance
Using Domestic Data

Climate Prediction Division, Japan Meteorological Agency (JMA)

1. Objectives

The objectives of these exercises are as follows:

To clarify how to produce guidance for surface temperature and precipitation.
To identify effective predictors.
To verify guidance based on deterministic and probabilistic methods.

To produce one-month forecasts using guidance and the latest numerical

prediction methods.

2. Procedures
A) Single regression model
B) Multiple regression model
C) Probabilistic forecast
D) Verification
E) Production of one-month forecasts for Nov. 2011
F) Creation of presentations

G) Presentations (10 minutes)

3. Preparation
Observation data (by trainees)
Predictors

- GPV data over trainees’ hindcast stations (init. 31st Oct. 1979 — 2010)
HindcastGPV.xls

- GPV data for latest prediction (init. 27th Oct. 2011)
LatestPredictionGPV.xls
Excel software for producing guidance FExercise for Guidance.xls

Textbook FExercise for Guidance.doc
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4. Exercises

4-1. Single regression model

Step 1

Open “Exercise for Guidance.xls”.

Paste the observation data into the Temperature/Precipitation worksheet.

Input “=AVERAGE(C4:C35)” in C36 to calculate the normal.

For precipitation, input “=C4°0.25” in D4 to calculate the power of 1/4, then copy D4 to
D5:D35.

Then, input “=AVERAGE(D4:D35)” in D36 to calculate the normal.

[ Exercise for Guidance.xls

1. Single Regression Model

+ Open “Exercise for Guidance.xlIs”.
+ Pastethe observation data into the Temperature/Precipitation worksheet.

- |
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Step 2
Open "HindcastGPV.xls”.

Select a predictor and paste it into column E (or for temperature, column D).

Try each predictor to find the most effective one.

[ Exercise for Guidance.xls

1. Single Regression Model

- Open ‘HindcastGPV xls"—==0==x= Predictors |

+ Selecta predictor and paste it into column E (or for temperature, column D).
+ Try each predictor to find the most effective one.

oy W

- e e

) R s K
ny sz A §c B R draeean: o W WA S LT O

X
.
o

P Pwckatin e ot 14 NS '-q Twinsr s R 02 o @
- o on . -

Paste the model precipitation data for GPV
overthe selected station.

Check the anomaly correlation
coefficient (ACC) in E39.

R ——

For Naha, the ACC is around 0.4.
If the level of skill is low, try other predictors to find the most effective one.
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Step 3

Check the regression coefficient in E37 and the constant term in E38.
Then, input the regression equation “=$§E$37 *k $E4+$E$38” in H4.
Then, copy H4 into H5:H35.

For temperature, E and H should be replaced with D and G.

[ Exercise for Guidance.xls

1. Single Regression Model

+ Calculate forecasts using a single regression equation.

&7 | Aobet
Q 1 (s S = TRTT %
VL SV . mml —®ELn
T-l 1% RBBEONT WUGD T 2R

A o [

A B C [+ E F H
1 Nebe Ceanruaton

2 Precighation powerof 1/4  Predictor 1 Predictor2  Predictor 3 e on2 MI‘{;;F::!M

3 dogmm degmm 025 Rain Tourf VeSO Prod of stoe—roomw

5 i

. x

5 288
2ot
29 Calculate forecast values using a
320 . . .
3z single regression equation.
wm
2%

Input “=$E$37 *x $E4+$E$38” in H4.

|| Y=awx +b

an

]
v e/
1 YT ()

42 Multl Regression Intoroept
3 o
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Step 4
This is the end of the exercise using the single regression model.
The time series line chart of the forecast and observation can be viewed.

The anomaly correlation coefficient appears in E39.

[ Exercise for Guidance.xls

1. Single Regression Model

+ Calculate the power of 4 in column | for precipitation.
+  Twotime series are shown in the line charts. The red line indicates the forecast values.

° " ) " x R R— PRI v i s iy Vi x .
e -

P o S e s s —— -

> o am -k I -

i Calculatethe power of 4 st \\ — [H‘ =

i1 G s 130 A an

s for precipitation. A PWAYAWAY. VAT L WY 2 e

& } o |0 WY VY Vr;/\.;" -
“=H4"4" in 14. e I — ] <

sEEERERRERRRRERRRRRRRRRRARARNAR

0 V3 e

©  Questions

1. What predictors are selected?
2. Can accurate guidance be produced?

3. How does guidance help to predict the
hottest/coldest/drought/wet years in your country?

Questions
What predictors are selected?
Can accurate guidance be produced?

How does guidance help to predict the hottest/coldest/drought/wet years in your

country?
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4-2. Multiple regression model
The multiple regression model assumes that the predictand is the sum of the linear
combination of the predictors.
It can be written as
Y=axt+b+ et t=1,2,3,...... n,
where Y is the objective variable (i.e., the predictand), x is the predictor, a is a

regression coefficient, b is a constant, and & is an error term.

Step 1

Open GPVdata.xls.

Select the predictors you consider to be connected with the predictand and paste them
into columns E, F and G. Try each predictor to find the most effective combination while
checking the anomaly correlation coefficients in E39, F39 and G39.

For temperature, E, F and G should be replaced with D, E and F.

[ Exercise for Guidance.xls

2. Multiple Regression Model

* Look for the most effective combination of predictors.

L W, R . B

=, ne t M v - - |
- 3 140 LA o VN EWEEEPET WA BN D ong
v er- # O "
&

wiet  Prockaton power of 1/4 Fradiior | Predctr 2 Predess 3 DEIREIINESEEN  on Mo ond

3\

Select the most effective combination of
> predictors after trial and error.

U D ITACS will help you find these predictors.
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Step 2

If two predictors are selected, input “=$E$41 * $E4+$F$41 * $F4+$E$42” in H4.

If three are selected, input “=$E$41 *k $E4+$F$41 5k $F4+$G$41 * $G4+$ES$42” in H4.
For precipitation, input “=H474” in 14 to calculate the power of 4.

Copy 14 into 15:135.

Check the anomaly correlation coefficient in E43.

If the value of E43 is less than that of E39, F39 and G39, try other predictor
combinations to find a higher-accuracy multiple regression equation.

For temperature, E, F, G and H should be replaced with D, E, F and G.

[ Exercise for Guidance.xls

2. Multiple Regression Model

+ Calculate forecasts using a multiple regression equation.

5

Calculate forecasts using a multiple
regression equation.

Input “=$E$41 * SE4+$F$41 X $F4+$G$41
X $G4+$E$42” in H4.

Sinle Regrossion

42 Multl Regrossion tercapt

Multiple Anomaly Correlation Coefficient |

Questions
1. What predictors are selected?

2. Can you produce more accurate guidance than that of the single
regression model?

Questions
What predictors are selected?

Can you produce more accurate guidance than that of the single regression model?
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4-3. Probabilistic forecast

Seasonal forecasts involve some level of uncertainty due to the chaotic nature of
atmospheric flow. It is therefore necessary to take this uncertainty into account, and the
optimal method for this is probabilistic forecasting. Here, we outline probabilistic
forecasts issued by the Japan Meteorological Agency (JMA) and related verification.

The probability density function (PDF) is assumed to have normal (Gaussian)
distribution with mean X, and standard deviation o, (Fig. 1).
The mean X; is predicted using a single/multiple regression method, and the standard
deviation O, is assumed to be the root mean square error of the regression model.

JMA issues a three-category probabilistic forecast based on this guidance around the

25th of every month (Fig. 2), but here we will look at a two-category probabilistic forecast

for simplicity.

Below Normal bove Normal

N

4

Below Nomal Normal Above Normal
40% 40% 20%

Figure 2 Schematic diagram showing the concept of a three-category forecast
The dashed lines indicate threshold values.




TCC Training Seminar on One-month Forecast Products
7 — 9 November 2011, Tokyo, Japan

Step 1

To calculate the square of the regression error, input “=($H4-$D4)*2” in J4.

¢ 2={y — (ax + b)}2

Copy J4 into J5:J35.

Then, to calculate the root mean square error, input “=SQRT(AVERAGE(J4:J35))” in

J36. This value will be used as the standard deviation of normal distribution.

[ Exercise for Guidance.xls

3. Probabilistic Forecast
2-category forecast

+ Calculate the square of regression errors.

+ Calculate the root mean of the values. normal
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Step 2

Normal distribution N(Xs, 0 ») is taken as the probability density function.
To calculate above-normal probabilities, input
“=1-NORMDIST($D$36,$H4,$J$36, TRUE)” in K4.

Copy K4 to K5:K35.

The values in column K indicate above-normal probabilities.

Finally, the time series bar chart of probabilistic forecasts can be viewed.

[ Exercise for Guidance.xls

3. Probabillistic Forecast

+ Calculate the probability of above-normal values.
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4-4. Verification

In many cases, probabilistic forecasts need to be verified, so here we will produce
guidance for weather stations. Although it is possible to total all cases for each station
and season, it is not necessary to total different variables such as temperature and
precipitation because the level of skill is generally different for each variable.

If sufficient data can be gathered, we can make a reliability diagram and calculate the

Brier skill score using Excel software.

Step 1

Open “Verification” worksheet.

First of all, probabilistic forecast errors need to be calculated and averaged to obtain the
Brier score.

For a two-category forecast, the climatological Brier Score bcis 0.25.

Overwriting the samples in columns C and D produces the BSS for the guidance.

Note: Avoid totaling different variables because their levels of forecast skill usually vary

significantly.

[ Exercise for Guidance.xls

Calculation of Brier Skill Score

b L —v. | 02p <1 e B The “ROUND?” function can be used to

= \ round values.
E 0 —a" _F 3 . H

iatonProb of sbove-macmal s g off eovsooimsl
1975 P 02049 P '
1990 .

=

g 0 0 0 160100 0 e | 13
FEAIATIEIARTERTS

%

Averaging these values gives the Brier Score b.

The climatological Brier score bc is 0.25 for a two-
category forecast: BSS = (bc — b) / bc

0%

AAFIRIFFET

4 w8 | P, :
Observation Prob. of above-normal
Avoid totaling different variables because their levels of
forecast skill usually vary significantly.
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Step 2

We will now proceed with reliability diagram production.

This is the final step of the verification class.

First, count the number of cases with the same level of forecast probability using the
“COUNTIF” function.

Then, count the observation frequency for each forecast probability using the
“SUMPRODUCT” function.

The reliability diagram for your guidance can then be viewed.

This is the end of the verification class.

[ Exercise for Guidance.xls

Reliability Diagram

The “COUNTIF” function can be used to count the
number of cases with the same forecast probability.
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