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Plan for type & content

Category Temperature /ºC/, T Precipitation /%/, P

Above norm T>+1 P>80

Near norm -1<T<+1 50<P<80

Below norm T<-1 P<50

Definition of the categories used in monthly 

and seasonal forecast, 1981-2010

Stations used in monthly and seasonal 

forecast (filled colors show topography)



Plan for type & content

Seasonal outlook

2 times a year /Summer outlook in end of March

Winter outlook in end of August /

Monthly forecast
20-23th every month

In addition 3 months outlook



Methods



Statistic methods

Local Climate 
model

Time lagged Method

Result is Deterministic

Lead: 6 months

Extreme 
probabilistic 

method

Classification: Mahalanobis distance

Predictor selection: Stepwise regression

Basic method: Discriminant analysis

Lead: 6 months

Updated:2012

Statistic 
downscaling 

TCC, JMA

Multiple Regression method

Lead: 1 month

Statistical 
downscaling,
MRG, APCC

Canonical Correlation method

Lead: 1-3 months

Updated:2015
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Dynamic methods

NCEP CFSv2
Download from NCEP webpage

Lead: 9 months

Pusan National
University 

CGCM

10 member(NAMEM calculate 5 

member each month)

Lead: 6 months

2015

2015



Development of the technology of NWPs
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2009.7

~230 GFlops

CRAY XE6m

Supercomputer

2011.11
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MM5 model MM5 model

WRF model

MM5 model

WRF model

MM5 model
Personal 

computer
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ADAM2 model

Start to download UM 

global model data from 

KMA [Nov., 2010]

ADAM1 model

Start to download 

GDAPS from KMA, 

2005]



Cray XE6m
Supercomputer

Dell 
PowerEdge 
R900 Server

Development of NWPs



Accuracy of monthly weather forecast

Local Climate 

method

Extreme 

method
Statistic 

downscaling

TCC, APCC

GCM

CFS, PNU



Subseasonal to Seasonal project 

validation over Mongolia



S2S Model experiment /2015/ 
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Taylor Diagram for Temperature



1st 2nd

3rd
Monthly

Taylor Diagram for Precipitation



Future Perspective



Were requested Climate Change Adaptation Project to Green

Climate Fund. UNDP passed our project to Green Climate

Fund. We plan to update our supercomputer Cray XC40 or

Cray XC50, if this project will be begin.



Dynamic downscaling

CESM and CAMNCEP_CFSv2PNU



Since 1987, meteorological service of Mongolia have started to produce the monthly

weather forecast. The main method for long range weather prediction was solely

synoptic method. As long range weather prediction is challenging issue, we needs to

focus on not only seasonal prediction, but also climate analysis.

Since then, our researchers developed some classic statistical methods based on

Multiple Linear Regression and Discriminant Analysis. In 2009, we developed two

statistic downscaling methods one from APCC MME model output, and second one

from TCC model outputs.

However, recent years our statistic methods is not enough for seasonal climate

prediction. Therefore, we need new dynamic approach for long range weather

prediction. In 2014, we started to run PNU model, but that is very expensive in term

of computation and storage. Thus, we have not made it fully operation yet.

In the future, we are planning to run General circulation model. This year we have

started to study and test Community atmosphere model.

Summary



Thank you for your attention


